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A system that makes it possible for a computer to leamn
from experience, adjust to new mputs, and perform tasks
commonly associated with human mtelligence.

https://openethics.al/taxonomy/
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. Perceive .Act
environment to succeed at goal

Intelligence...
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Al Ethics is NOT about this
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Building decision models

Perceive _Decide __Act ____Evaluate _

What How do we Whatdowedo  How do we
information do decide based on once we have evaluate the
we have/need to received our decision? quality of our
make decisions? information? decision?
(better) (better) (better) (better)
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Labeling: huge
amounts of
work...

SML training depends on data annotated by
subject-matter experts (Lawyers, Linguists, Doctors)
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Benefits and Risks

Augment human
decision-making

Highlight non-obvious

relationships in big data

Learn operational
protocol or user

Save time personal
preferences

Carbon Black, Beyond the Hype: Artificial Intelligence, Machine Learnin

Lower stability against

adversarial input

4 )

Too much reliance
on humans for
operations

. _

/

High false-
positive rates

\_

Lower

interpretability

and Non-Malware Attacks Research Report 2017
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DRUG DISCOVERY

CLINICAL TRIALS

PRECLINICAL FDA REVI
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Routlne automation (X-rays/CT
scans, data entry)



AIRS Al Risk Categorization .-
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Governance Attacks Trust Compliance
|| Learning . Policy Non-
Limitations Privacy Attacks Compliance
. L Lack of
Data Quality Data Poisoning Transparency
| | Adversarial
Input
Model PP
— . Discrimination
Extraction

Based on Wharton AIRS group report on Al Risk and Governance
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to use Human-in-the-Loop ML?

« Making Machine Learning models more accurate

« Getting Machine Learning to the desired accuracy faster
- Making humans more accurate

« Making humans more efficient
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Learning Control

Focusing on smart annotation strategies Focusing on overall user experience and safety

TRAIN MODEL TUNE MODEL
Data

AN
| Active Learning VA LI DATI 0 N

Human Intelligence
Edge More
Data
Training Data _ C;& o/P

Cases Labels
¥ High

HITL = Supervised ML + Active Learning Exploring validation configurations
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HITL control design

Swarm Council Crowdsourcing Expert

1. Humans confirm

° ° ‘ 2.Humans advise
3.Machines confirm

4 .Machines advise
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1. Mitigating Human Annotation Errors

Human ability to
effeCtlve]'y ]'abe]' data Modeling and Mitigating Human Annotation Errors to

deper_lds oI the Design Efficient Stream Processing Systems with
learnlng Sequence- Human-in-the-loop Machine Learning

Rahul Pandey®*, Hemant Purcohit®, Carlos Castillo®, Valerie L. Shalin®

Quality can be
improved by local
changes in the
instance ordering
provided to the
annotators.
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2. Going beyond validation of output

Human's role 1s
elevated from simply
evaluating model
predictions to
Interpreting and even
updating the model
logic.

Prov1d1ng explamable
or “middleware”
solutions to validators
Increase quality.

HEIDL: Learning Linguistic Expressions with Deep Learning
and Human-in-the-Loop

Yiwei Yang!, Eser Kandogan?, Yunyao Li’, Walter S. Lasecki', Prithviraj Sen’

'Computer Science and Engineering, University of Michigan - Ann Arbor
’IBM Research - Almaden, San Jose, CA
{vanyiwei, wlasecki} @umich.edu, {eser, yunyaoli, senp} @us.ibm.com
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3. Cyber Physical Systems and HITL

HITL concept exhibits
limitations due to the
different natures of

the systems involved. Didier Fass” and Franck Gechter®

Towards a theory for Bio—Cyber Physical
Systems Modelling

It's proposed that
besides human
feedback loop, the Bio-
CPS validationis
needed.
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4. Effective redundancy for Safety

Incorporate human Human redundancy in complex, hazardous
Iedundancy systems: A theoretical framework
structures, active and David M. Clrke 2.3

standby human

redundancy,

duplication and
overlap of functions,
and cognitive
diversity.
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Generate Open Ethics Label

Submit the form below to label your solution by voluntarily providing information about the three key pillars: Training Data, Algorithms, and the
Decision Space. The automatically-generated label HTML code could be then pasted into a website with zero-effort, providing transparency to
the end-users. Read more about Open Ethics Label and the Open Ethics Manifesto.

D Generate Open Ethics Label - C. X IS
Fillin the form -
<« G @ https//openethics.aifiabel/generate, W7 M m @ I L @
©) Open Ethics
Fields marked with an
Product URL * Type of Decision Space *
ss.com ® Restricted Decision Space

Unrestricted Decision Space Display transparency

Contact Email *
This is the preview. After

submission of the form, you
Please describe types of decisions/outputs the system generates. will receive the code to
paste Open Ethics Label on
your website.

Training Data RI=]e].)

Training Data Sources *

Decision boundaries

@® Open Dataset
' Proprietary Dataset
! Limited Access Dati N

' Rule-based heuristi ;
Processing Approaches

Data Labeli . . .
ata Labeling Describe your data processing approaches, such as processing and retention of the

Please describe your de Personal Data, Sources to external resources such as code, model description, and legal
heuristic in case if you ¢ notices, provide clarity on output validation techniques including Human-in-the-Loop.
Al component + Council v Humans confirm 3

+ Personal DataRecord  ~

HITL in the self-
disclosure
process —
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Open Ethics Transparency Protocol L

{
"schema": {
"name": “"Open Ethics Transparency Protocol”,
"version": "©.9.2 RFC"
s
"data": {
"availability": "public”,
"batch": 1432507,
N c——— Every Al-powered product
] will have its passport to
display “ethical” posture in
s .
S mlgorithms": [ both human and machine-
1, readable ways.
D "decision-space": {
s

"validation™: {
"critical": true,
"methods™: [
{

“name": - "HITL",
"objective": -"To-confirm-the-diagnosis-by
human - doctors -before-presenting-to-the
patient"”,
"type":-"council"
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Does HITL setup requirement
remove ethical concerns?

No, it can shift responsibility,
but allows reassurance and
two-way communication.
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3A of Al ethics

Augmentation by design.

Augment human capacity,
not replace it.

Appreciation by design.
Respect values

Accountability by design.

Humans over tools, and goals.
software and technology.
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Nikita Lukianets

@openethics.al
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